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Abstract—Recent advancements in mobile devices, data analysis, and wearable sensors render the capability of in-place health monitoring. Supervised machine learning algorithms, the core intelligence of these systems, learn from labeled training data. However, labeling vast amount of data is time-consuming and expensive. Moreover, sensor data often contains personal information that a user may not be comfortable sharing. Therefore, there is a strong need to develop methods for generating realistic labeled sensor data. In this paper, we propose a supervised generative adversarial network architecture that learns from feedback from both a discriminator and a classifier in order to create synthetic sensor data. We demonstrate the effectiveness of the architecture on a publicly available human activity dataset. We show that our generator learns to output diverse samples that are similar but not identical to the training data.

I. INTRODUCTION

Rapid advancements in mobile devices, data analysis, and sensors are revolutionizing healthcare services. Use of wearable devices and smart-homes has enabled the shift of healthcare services from hospital-care to remote in-home care [1], [2]. Remote health monitoring (RHM) is being used from preventive care to rehabilitation of patients with diabetes, heart failure, and asthma [3], [4].

Machine learning algorithms, the core intelligence of RHM systems, are generally supervised. Therefore, these algorithms require training data to construct models for data classification, alert generation, and patient/care giver engagement. Notwithstanding the enormous capacity of RHM systems, currently existing algorithms are mostly designed based on a limited amount of training data collected in small trials. Limitations and challenges associated with such data include: 1) data collections are performed in lab settings with specific protocols in order to be more accurate for the context at hand; 2) labeling a vast amount of sensor data is time-consuming and expensive; and 3) the data collected from users may contain sensitive information. Thus, there is the risk of compromising the privacy of users.

One way to address the above limitations is to supplement the available training data with synthetic labeled data. Several data generation methods have been proposed in recent years based on deep neural networks. Goodfellow et. al [5] proposed Generative Adversarial Networks (GANs) for the first time. Since their inception, GANs have found several applications in text and image generation [6], [7]. However, little work has been done to develop GANs for the purpose of generating multivariate time-series data. Alzantot et. al [8] developed an architecture for generating wearable sensor data that features a Gaussian Mixture Density Network connected to a recurrent neural network. However, the generator and the discriminator were trained separately, thus the generator did not actually learn from the feedback of the discriminator. Moreover, the data was not labeled, limiting its effectiveness for supervised learning tasks. Similarly, Esteban et. al [9] developed a recurrent generative adversarial network for generating medical time-series data. However, the training did not feature any form of supervision, making the training less stable and the approach less generalizable to other settings. Moreover, the generation of data for a particular class was only demonstrated with a “serialized” version of the MNIST handwritten digits dataset, leaving the task of generating labeled time-series data for a health context unexplored.

In this paper, we aim to address these limitations and develop a stable and generalizable method for generating synthetic sensor data. An adequate synthetic data generator needs to allot data in such a way that the generated data: 1) is difficult to distinguish from real data; 2) is not simply a duplicate of real training data; and 3) features diversity among each class.

GANs are known to be extremely difficult to train. The performance of the generator depends on the performance of the discriminator, and vice versa. This means that if one of the components converges too quickly, the performance of the other will suffer drastically. Thus finding the proper learning rate and training schedule can be like finding a needle in a haystack, and the configuration that balances the two in one setting will likely not be applicable in other settings. Moreover, maintaining a balance between the generator and discriminator does not necessarily mean that the training is effective. To truly tell, it is necessary to check how realistic the generated data is. Unlike image generation, time-series sensor data can be difficult for a human to assess visually, especially as the number of sensor channels increases.

We present a supervised generative adversarial network architecture. The network features three computational models: 1) the discriminator, which learns to detect whether the data is real or synthetic 2) the generator, which learns to generate realistic data and 3) the classifier, which is pre-trained with real data and provides supervised feedback to the generator.
We aim to solve the issue of training stability by updating the generator with feedback from both a discriminator and a pre-trained classifier. To further improve the stability, we train a generator for each class separately. Inspired by [9], we also provide easily-interpretable metrics for determining whether the generated data is actually realistic and how suitable it is for a given context. With these metrics, we attempt to check for two common problems: 1) the generator collapsing and generating only one sample 2) the generator simply memorizing or being too similar to the training data. In doing so, we hope to minimize the amount of visual assessment required during training while providing experts with as much information as possible to properly assess the generated data.

II. SUPERVISED GENERATIVE ADVERSARIAL NETWORK ARCHITECTURE

In this section, we provide an overview of our proposed supervised GAN architecture, whose central idea is the collaborative training of a generator and a discriminator.

A. Generative Adversarial Networks

In a traditional GAN, there are two competing networks. The generator takes a vector of random values \( z \) as input and generates synthetic data while the discriminator takes both the real and generated data as input and learns to discern between the two. The networks are trained simultaneously. The hope is that as the discriminator improves, the generator will learn to generate better samples, which will force the discriminator to improve, and so on and so forth. This competition can be represented by the minimax equation from Game Theory:

\[
\min_G \max_D V(D, G) = \max_D \min_G V(D, G) =
\]

\[
\mathbf{E}_{x \sim p_{data}(x)}[\log D(X)] + \mathbf{E}_{z \sim p_z(z)}[\log(1 - D(G(z)))]
\]

where \( V \) is the value function of the minimax game, \( D \) is the discriminator function, \( G \) is the generator function, \( z \) is a vector of random values, \( p_{data} \) is the prior probability distribution of the real data and \( p_z \) is the prior probability distribution of the random input vectors \( z \).

B. Recurrent Neural Networks

Deep learning has been found effective in a multitude of tasks. However, a standard feedforward neural network makes the assumption that each input is independent. This is not true in the case of time-series data. To overcome this, recurrent neural networks (RNNs) were developed. In an RNN, the activation of each time step depends on the activation from the previous time-step. To solve the vanishing or exploding gradient problem, Long Short Term Memory (LSTM) networks were developed. LSTMs have been found effective in recognizing activity from raw sensor data [10] and were used in both [8] and [9]. Thus we also employ them for our work.

C. Supervised Generative Adversarial Network

Here, we provide the architectural specifications of each component of our deep learning architecture as well as an overview of the algorithm that we employ. A high-level schematic of our proposed supervised GAN framework is provided in Fig. 1.

1) Architecture: The Generator \((G)\), Discriminator \((D)\) and Classifier \((C)\) all feature a recurrent LSTM layer and a feedforward layer. All LSTM layers use the hyperbolic tangent function as activation. The number of units in the LSTM layers of \(G\), \(D\) and \(C\) are 128, 100, and 100 respectively. The feedforward layer of \(G\) has 3 units corresponding to the three sensor channels. The feedforward layer of \(D\) has 1 unit and uses the sigmoid function as activation. This function outputs the probability that the given segment is real. The feedforward layer of \(C\) employs the soft-max activation function, which outputs the most probable class that the segment belongs to. Since LSTM networks tend to become more informed over time, we make our prediction using the activation from the last time step of both the discriminator and classifier.

2) Training: Here, we present the way in which we train \(C\), \(G\) and \(D\). To train \(C\), we minimize the categorical cross-entropy loss function. To train \(D\), we minimize the log loss function. We simultaneously train \(G\) by maximizing the log loss function of \(D(G(z))\) and minimizing the categorical cross-entropy loss of \(C(G(z))\). This can be done practically by flipping the labels of the real and synthetic data and then minimizing \(D(G(z))\) and \(C(G(z))\) instead.

3) Algorithm: The pseudocode of the algorithm is outlined in Algorithm 1. The algorithm takes as input the full database of labeled data \(DB = \{X_1, X_2, \ldots, X_n\}\) where \(X_j\) is the set of data for label \(j\), the set of labels \(L = \{l_1, l_2, \ldots, l_m\}\) where each \(l_i \in L\) corresponds with instances in \(X_i \in DB\), the pre-training validation threshold \(p_{th}\), the adversarial training validation threshold \(a_{th}\), an initialized classifier \(C\), an initialized generator \(G_0\), an initialized discriminator \(D_0\) and a batch size \(k\). As output, the algorithm returns a trained generative model for each class. For training each component, the algorithm calls functions TRAINC, TRAIND, and TRAING, which train the respective models in the way described in the previous section. In the algorithm, the classifier is first trained until the validation accuracy is
above a certain threshold. For each class, a generator is then trained until the classification accuracy of the generated data $G(z)$, where $z$ is a random input vector, goes above a given threshold.

### III. Experimental Validation

To evaluate our supervised generative adversarial algorithm, we used a publicly available human activity recognition (HAR) dataset. The algorithm was implemented in Python. In the remainder of the section, we describe the dataset and present the results of our algorithm.

#### A. Dataset Description

We use the publicly available Daily and Sports Activities dataset [11]. The dataset features eight subjects (4 male, 4 female) who perform 19 different activities for 5 minutes each. The 5 minute segments are then divided into 5 second windows. This results in 480 samples per activity. To compute our data evaluation metrics, we generate 100 synthetic samples per class. For our task, we select 9 sports activities which are shown in the leftmost column of Table I. We use the data from the accelerometer placed on the subjects’ right leg. We then normalize the data so that all values fall in the range $(-1, 1)$.

#### B. Training Configurations

We first pre-train the HAR classifier until we reach 0.97 F1-score. For the adversarial training, we train the generator with the Adam optimizer with learning rate 0.001 and train the discriminator with the SGD optimizer with learning rate 0.1. We use a batch size of 25 for both configurations and employ dropout of 0.5 before each layer in both the generator and discriminator. For each label, we train a generator until the pre-trained HAR classifier reaches 80% validation accuracy. We choose 80% because we found that the diversity of generated samples begins to decrease after this point.

### C. Assessing Generated Data

Assessing the quality of synthetic multivariate time-series data is a challenging task since there is not currently a widely-accepted mathematical evaluation framework. Moreover, determining if the data is satisfactory is subjective and depends heavily on the context. For example, highly similar synthetic data may not be a concern when we have limited labeled data and thus make use of the generator to increase the size of the dataset, but would be problematic in a setting where we employ the generator to avoid utilizing data containing sensitive information. Here, we present 4 easily interpretable, computationally efficient, and adjustable metrics which would provide experts with the information necessary to properly analyze the suitability of synthetic data for their particular problem.

1) **Synthetic to Synthetic Similarity**: We compute the Synthetic to Synthetic (STS) similarity to better understand the diversity of the generated data for the given class and to ensure that the generator is not collapsing. We do this by selecting a random synthetic segment and calculating its average cosine similarity to 5 other synthetic segments. We limit the number of similarities calculated because, during training, we are concerned with checking for generator collapse rather than extensively studying the distribution of similarities between generated instances. However, the number of similarities could be increased if that information was desired.

2) **Real to Synthetic Similarity**: To compute the Real to Synthetic (RTS) similarity, we calculate the average cosine similarity between each generated segment and 10 random real segments. The RTS value is used in conjunction with the Real to Real Similarity value which is described below.

3) **Real to Real Similarity**: To better interpret the RTS value, we also compute all possible Real to Real (RTR) similarities and take the average. Since the real data does not change during training, we can pre-compute this value and thus further reduce the number of computations done in real time. Ideally, we want the RTR and RTS values to be similar since this would suggest that the real and synthetic data come from similar distributions (although cases more complicated than this can also arise).

4) **Maximum Real to Synthetic Similarity**: At the end of training, we also compute the maximum similarity (Max-
RTS) between all generated and real segments. This provides us with an understanding of how similar our generated data is to the real data in the most similar case, and would be valuable in ensuring that the privacy of users is protected since certain instances could be omitted if they were above some similarity threshold. In the case where privacy is not important, this metric can be used to ensure that the generator has actually learned to generate data and has not learned to simply copy the training data.

In Table 1, we see that the generator is not simply memorizing the training set (Max-RTS never equals 1), the average RTS and RTR values across all activities are similar, and, on average, the generator is producing diverse samples. We also see that a lower STS tends to result in a larger difference between RTR and RTS. Lastly, we see that our system struggles most with generating similar samples for the Running and Jumping classes, suggesting that more dynamic activities may be more difficult to replicate.

D. Classifier Performance

To better understand the classifier errors and the ambiguity of certain generated samples, we present heat maps (corresponding to a confusion matrix) for three subjects in Fig. 2. Across all subjects, the precision and recall values range from 59.7%–100% and 64%–96% respectively. We see that there is no apparent pattern in the classifier errors. This suggests that our generator is outputting diverse samples that are occasionally misclassified rather than systematically failing for certain classes. On the diagonal, we see that the accuracy for the different classes is between 80% and roughly 95%. We do not necessarily want 100% classification accuracy because it will likely mean that the generator overtrained for the given classifier. It is also important to note that although we chose 80% as the $α_{th}$ value from Algorithm 1, certain classes have higher $α_{acc}$ values because of a large increase in classifier accuracy between the second to last and last training iteration.

IV. CONCLUSION

In this work, we proposed a novel supervised GAN for generating labeled sensor data. We also provided simple yet informative metrics for analyzing the generated data. We showed that our generated data is diverse yet similar to the real data. Overall, we provided a generalizable framework for producing and assessing sensor data which allows for the integration of expert knowledge and could be applied to a variety of RHM tasks. We evaluated the effectiveness of our approach with a publicly available human activity dataset. In future work, we plan to further experiment with GAN architectures and also plan to test the effectiveness of the generated data for transfer learning tasks.
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